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 In Flanders, open admission into higher education has led to heterogeneity in 

academic preparedness of incoming STEM students. Higher education institutions 

offer low stakes positioning tests to these students in order to help them assess 

their level of starting competences. Due to the unique nature of these tests, little 

can be inferred about students’ perception of these tests. In this study, we used 

mixed methods to investigate these perceptions. Semi-structured interviews 

(n=20) and thematic analysis revealed that students do not always understand the 

stakes, objective and structure of positioning tests as intended by the organizers. 

A questionnaire (n=189) revealed that students considered chemistry problems  

better reflecting certain study programs than mathematics problems and that they 

wrongly think chemistry questions are more predictive than mathematics 

questions. Our findings provide insight in STEM students’ multifaceted 

perceptions of and interaction with low stakes assessment. 

Keywords 

Students’ perception 
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Higher STEM education 
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Introduction 

 

In Flanders (Belgium) universities have an open admission policy for all incoming students with a Secondary 

Education (SE) degree into most Higher Education (HE) study programs. Additionally, there is no central 

standardized test offered at the end of SE. This leads to a heterogeneity in terms of preparedness of incoming 

students into HE. The under-preparedness of some students can be an issue particularly in those study programs 

that presuppose a particular level of mathematical competence from the very start, e.g. Science, Technology, 

Engineering and Mathematics (STEM) programs. Therefore, the Flemish universities organize low stakes 

positioning tests in order (1) to give students an improved understanding of the expected level of the starting 

competences and (2) to inform the students about their own level of starting competence compared to that expected 

level. Students who obtained their SE degree and are considering to enroll into some HE programs can participate 

in a positioning test during the summer holiday. The content of the positioning tests varies over the study programs 

(i.e. different study programs have different positioning tests) and over the years. 

 

The nature of positioning tests is low stakes. Their results are non-binding, so low scorers can still enter the study 

program. In this respect, they clearly differ from more extensively researched types of tests such as central 
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standardized tests (e.g. Schmitt et al., 2009) and program-specific entrance exams (e.g. Husbands et al., 2015). In 

such high stakes tests, motivation and test taking behavior could be vastly different (Cole et al., 2008; Eklöf, 2010; 

Eklöf & Nyroos, 2013; Finn, 2015; Liu et al., 2012). Positioning tests are somewhat similar to placement tests 

(e.g. Fitchett et al., 2011). The latter guide students to appropriate basic level mathematics courses. They are, 

however, taken after enrolment in a HE institution and thus lack the opportunity to dissuade students from 

enrolling or persuade them to take remedial action before they start the study program. So, positioning tests clearly 

claim a unique position on the international HE landscape. 

 

Since the inception of the first positioning test in 2013, a number of studies have been published on the topic. 

Most studies have been concerned with the tests’ predictive validity. Generally, they found that (1) mathematical 

tests are better predictors for performance in STEM study programs than other tests like chemistry and academic 

reading, and (2) that they have incremental predictive validity on top of other predictors like SE academic 

achievement or learning and study strategies (Fonteyne et al., 2021, 2019; Pinxten et al., 2019; Van den Broeck 

et al., 2019; Vanderoost et al., 2014, 2015). However, chemistry and academic reading questions have been 

included in some positioning tests in an attempt to improve participants’ perceptions. In terms of consequences, 

high scores on positioning tests appear to strongly affirm students’ study choice, whereas low scores only mildly 

dissuaded students from starting a certain study program (Fonteyne et al., 2021). In 2019, 68 % of the participants 

in positioning tests reported to be motivated into remedial action by their participation (Fonteyne et al., 2019). 

This number increased to 88 % in 2020 (Fonteyne et al., 2021). Quantitative data furthermore shows (1) that most 

students prepare for the positioning test, (2) that those who prepare generally obtain higher scores and (3) that 

feedback is perceived generally as useful and fair (Fonteyne et al., 2021, 2019) 

 

Perception and Validity 

 

Validity is a key characteristic of every educational assessment procedure. Does a test measure what it is supposed 

to measure? seems to be a straightforward question, but various notions of validity exist, some of which are not 

immediately compatible with one another. Traditional types of test validity are content, construct and criterion 

based (e.g. predictive) validity. However, Messick (1995) argues that these three are fragmented and that none 

can really answer the validity question completely. Expanding on traditional validity types, Nevo (1985) 

operationalizes face validity as perceived or apparent validity of a test. He stresses the importance of face validity 

in that it may be (1) ‘inducing cooperation and positive motivation among subjects before and during the test 

administration’ and (2) ‘reducing dissatisfaction and feelings of injustice among low scorers’ (Nevo, 1985). 

Reconciling notions of content, construct, criterion and face validity, Kane (2013) even argues that it is not the 

test or score in itself that needs validation, but its interpretation and subsequent uses. Consequential validity is 

therefore a central aspect in building an integrative validity argument (Cook et al., 2015; Kane, 2013; Messick, 

1995). In order to understand how students interpret, use and attach consequences to a test, insight in their 

perception of that test is indispensable. Participants’ perceptions can thus be viewed as a necessary part of 

evidence needed to validate an assessment procedure (Michaelides, 2014). It is furthermore paramount to obtain 

a complete overview of consequences of test participation, both intended and unintended (Cook et al., 2015; Kane, 

2013; Messick, 1995; Michaelides, 2014). 
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Participants’ test perception before, during and after the test, also affects test taking behaviour, which might in 

turn affect performance and ultimately test validity as well. Perceived importance of a test has been found to 

increase effort, motivation and performance (Eklöf, 2010; Eklöf & Nyroos, 2013). A widely used framework (e.g. 

Cole et al., 2008; Knekta & Sundström, 2019) for test motivation is the expectancy-value theory of achievement 

motivation (Eccles & Wigfield, 2002; Wigfield & Eccles, 2000). It states that test taking motivation depends on 

participants’ expectancies for task success and the value they attach to the task of test taking, as composed by one 

or more of the following value aspects: importance (How important is it for a student to engage in the test?), 

interest (Does the student inherently care about or get enjoyment from engaging in the test?), utility (Does the test 

have an apparent practical use, such as entry to a study programme?) and cost (How much effort, time and negative 

emotion does test participation take?) (Eccles & Wigfield, 2002; Wigfield & Eccles, 2000). Specifically, 

perceptions of the task values importance and utility have been shown to influence motivation in low stakes tests 

(Cole et al., 2008). Additionally, it is in such low stakes tests that this link between perception and motivation is 

especially relevant, as the external motivator associated with higher stakes is missing, which could result into 

lower motivation and consequently poor test performance (Finn, 2015; Knekta, 2017; Liu et al., 2012). Test 

anxiety, on the other hand, can have a negative effect on performance (Eum & Rice, 2011). Measuring constructs 

like motivation or anxiety along with what a test is supposed to measure is of course detrimental for test validity. 

 

Besides validity considerations, it has also been acknowledged that the incorporation of students’ perspectives in 

educational policy and practices is ethically desirable (Elwood, 2012; Elwood & Lundy, 2010; Michaelides, 

2014). Students are actors instead of mere subjects in policy enactment and should be treated as such in policy 

design. They are key stakeholders in educational assessment and therefore, their views should be acknowledged 

and taken into account. An assessment procedure should ideally be perceived by students as fair, reliable, 

important, useful, interesting, enjoyable and challenging (Brown & Hirschfeld, 2008; Eccles & Wigfield, 2002; 

Knekta & Sundström, 2019; Michaelides, 2014; Wigfield & Eccles, 2000). 

 

Aim of This Study 

 

The goal of this study is to evaluate participants’ perceptions on positioning tests, as evidence for their validity. 

As such, this research aims to contribute to filling the knowledge gap around low stakes test perceptions in HE. 

Additionally, from a practice point of view, increased understanding of students’ perceptions can be used to 

address potential misconceptions by adapting communication and to increase test validity (Cook et al., 2015; 

Kane, 2013; Messick, 1995; Michaelides, 2014). 

 

Two Positioning Tests 

 

In this study, students’ perceptions about the positioning tests for the Bachelor’s program in Engineering 

Technology (ET) and the Bachelor’s programs in Chemistry, Biochemistry, Biotechnology, Geography and 

Geology (CBBGG) are investigated. Both ET and CBBGG have a mathematically focused positioning test, but 

the study programs clearly comprise more than just mathematics. The inflow of students into these study programs 

can be considered as heterogeneous, with students typically coming in from low (3 weekly hours of mathematics 
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class) to advanced (8 hours) level mathematics SE programs (Pinxten et al., 2019). Lastly, efforts to validate the 

positioning tests for these study programs have been increasingly made in recent years, as their validity is typically 

lower than that of more mathematically intensive study programs (e.g. Fonteyne et al., 2021; Vanderoost et al., 

2015). These efforts include the addition of basic mathematics questions to identify at-risk students (Hanssens et 

al., 2021a) and experimenting with mathematical context questions to improve perception (Hanssens et al., 2022).  

 

Method 

 

This study presents a mixed method approach to investigating students’ perceptions of the positioning tests. On 

the one hand, thematically analyzed semi-structured interviews were used to gain insight in students’ lived 

experience and on the other hand, a questionnaire was used to compare two test parts in terms of face validity and 

perceived predictive validity. 

 

Positioning Tests Edition 2020-2021 

 

Participation in the positioning tests of ET and CBBGG was not obligatory in 2020-2021. Furthermore, the 

positioning tests were transformed to an online format, as opposed to the usual on campus editions of previous 

years, due to measures in response to the Covid-19 pandemic. This resulted in relatively low participation rates in 

the official positioning test sessions. In order to obtain more data for validity assessment and to give more 

incoming freshmen students feedback on their starting level, additional positioning test sessions were organized 

in the first or second week of the academic year for freshman CBBGG and ET students. Students were informed 

that participation in these sessions was obligatory for those who had not participated in the official positioning 

test session. The content of the official and additional session for CBBGG was the same: 10 basic mathematics 

questions, 15 advanced mathematics questions and 10 chemistry questions. The official test session for ET 

consisted of the same 10 basic mathematics questions and 15 advanced mathematics questions as the CBBGG 

test. However, in the additional ET sessions, 10 questions were added compared to the official session. The content 

of these questions varied: some students got additional mathematics questions without context, others got 10 

questions with the same mathematical core but with context added. The purpose of these last 10 questions was to 

investigate the effect of context on various aspects of the test in a quantitative way, which is outside the scope of 

this particular study (Hanssens et al., 2022). 

 

Qualitative Interviews 

 

The qualitative aspect of this study is built on 20 semi-structured interviews, with participants being freshmen 

students both of ET and CBBGG. The interviews where thematically analyzed. In the following paragraphs, the 

participants, the interview process and the analysis of those interviews are described. 

 

Participants 

 

In the third week of the academic year 2020-2021, an email was sent out to all freshmen CBBGG and ET students 
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of KU Leuven asking if they wanted to voluntarily participate in an interview about their experience with the 

positioning test. 20 students responded positively and were interviewed. 11 of them were ET students. Four of 

those were female and seven were male. Two ET students had participated in the official test session and nine in 

the additional test session. Nine out of the 20 interviewees were CBBGG students. Five of them were female and 

four were male. Three participated in the official positioning test session and six in the additional session. 

 

Interview Process 

 

The interviews were conducted during the first semester by the first author via Zoom video calls because of the 

Covid-19 pandemic. Before each interview, it was specified that the goal of the interview was to gain insight in 

the student’s lived experience and that naturally there were no right or wrong answers. The interview guide is 

shown in Table 1.  

 

Table 1. Interview Guide 

A. Participation 

1. How did you feel before the positioning test? 

2. What was your general impression after your participation in the positioning test?  

3. What do you think of the timing of the test? (Additional session: Imagine you took this test in 

August, what would you think of that timing?) 

B. Opinions about the test 

1. What did you think of the difficulty of the questions? 

2. What did you think of the content of the questions?  

3. Do you have any suggestions to improve the questions? 

C. Feedback and consequences 

1. How have you experienced the feedback you received? 

2. How seriously did you take this feedback?  

3. Do you have any suggestions to improve the feedback to the test? 

D. Objective of the test 

1. What was your goal when participating in the positioning test? (Additional session: What 

should be the goal of students participating in this test in August?) 

2. Did you find the test suitable for your goal? 

3. How did the positioning test influence your perception of the study program?  

4. Do you think your result on the positioning test can predict your future academic results? 

 

Participants were assured confidentiality in order to avoid socially desirable answers. They were encouraged to 

reflect critically and honestly so that their responses could be used to improve the positioning test process. After 

participants gave their consent, the audio of the call was recorded. All interviews lasted between 10 and 25 

minutes. After a few practical and introductory questions, the semi-structured interviews consisted of 13 core 

questions, centered around four themes: (1) participation, (2) opinions about the test, (3) feedback and 

consequences and (4) objective of the test. For each of these core questions, two to five probe questions were 
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prepared to trigger a response in the case that the participant did not respond adequately to the initial question. 

Note that questions A3 and D1 were formulated differently for participants in the official and in the additional 

session (between brackets) of the positioning test. 

 

Analysis 

 

The recorded audio files of these interviews were first transcribed verbatim. These transcripts were then analyzed 

by means of thematic analysis (Braun & Clarke, 2006). All transcripts were read by the first author once without 

coding first in order to get familiar with the data. Then, during a second reading, they were coded inductively.  

 

Coding was done based on explicit statements in interview excerpts ranging from one to four sentences. Five 

transcripts were coded independently by the second and third author and compared to ensure sufficient intercoder 

reliability. The authors then discussed the codes and organized them into emergent themes and then organized the 

themes into a thematic map (see Figure 1). 

 

Quantitative Questionnaire 

 

In addition to the interviews, a perception questionnaire was added to the online additional test session for CBBGG 

students. Two out of the six scales from the job selection questionnaire of Smither et al. (1993) were slightly 

adapted to fit in our context. The scales used were face validity (i.e. how related the test seemed to the study 

program) and perceived predictive validity (i.e. how well the students believed the positioning test could predict 

future academic performance) with five items each.  

 

All items in these scales were adapted to the specific educational context of this study and translated from English 

into Dutch by the first author. They were then translated back into English independently by a someone with 

extensive knowledge of English, in order to verify if the Dutch version did not diverge excessively from the 

English original. Based on this, a few minor corrections were made in the final version of the questionnaire. An 

English translation of those final questionnaire items is shown in Table 2.  

 

The items were in the questionnaire twice, immediately after one another, once referring to the mathematics 

questions and once referring to the chemistry questions. For example, item A1 was in there as ‘I did not understand 

what the mathematics questions had to do with my study program’ and then immediately after as ‘I did not 

understand what the chemistry questions had to do with my study program’. Students were instructed to rate all 

items on a five point Likert scale (strongly disagree, disagree, neither disagree nor agree, agree or strongly 

agree). 

 

189 out of 221 participants in the additional session of the CBBGG positioning test completed the questionnaire 

(participation rate: 86 %). Paired two-tailed t-tests were performed in R (v4.0.5) to compare the difference in face 

validity and perceived predictive validity between the mathematics and chemistry questions. Bonferroni correction 

for multiple comparisons was applied. 
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Table 2. Questionnaire Items 

A. Face Validity 

1. I did not understand what [the mathematics/ chemistry questions] had to do with my study 

program.  

2. I could not see any relationship between [the mathematics/ chemistry questions] and what is 

required in my study program. 

3. It would be obvious to anyone that [the mathematics/ chemistry questions] are related to my study 

program. 

4. The content of [the mathematics/ chemistry questions] was clearly related to my study program. 

5. There was no real connection between [the mathematics/ chemistry questions] and my study 

program. 

B. Perceived predictive validity 

1. Failing to pass [the mathematics/ chemistry questions] clearly indicates that you can’t do my study 

program.  

2. I am confident that [the mathematics/ chemistry questions] can predict how well a student will 

perform in my study program. 

3. My performance on [the mathematics/ chemistry questions] was a good indicator of my ability to 

do my study program. 

4. It is likely that students who perform well on [the mathematics/ chemistry questions] will perform 

better in my study program than students who perform poorly. 

5. Teachers can tell a lot about the abilities of students to do my study program from their results on 

[the mathematics/ chemistry questions]. 

 

Results 

 

Six distinct themes emerged from the thematic analysis of the 20 semi-structured interviews: (1) stakes and stress 

experience, (2) objective of participation, (3) opinions about the test, (4) feedback and consequences of 

participation, (5) perception of predictive validity and (6) image of the study programme (see Figure 1). Note that 

these themes (Figure 1) are related to the themes in the interview guide (see Table 1), but there are differences, as 

is typical for thematic analysis (Braun & Clarke, 2006). Most notably, as no participant mentioned predictive 

validity as an objective of the test, we considered perception of predictive validity as a separate theme. Similarly, 

no participant mentioned influencing their perception of the study program as an objective of the test. This was 

considered a separate theme as well. Furthermore, due to the nature of responses, the theme participation was 

renamed stakes and stress experience. Lastly, the order of the themes was shifted compared to the interview guide 

in order to obtain a more logically coherent narrative. These six themes and their respective sub-themes will be 

described in the following paragraphs. Quotes of interviewees will be used as illustration. All of the quotes were 

translated from Dutch to English by the first author. In order to better frame the quotes, study program (ET or 

CBBGG), gender and performance on the positioning test (scaled as a mark out of 20, basic math questions not 

included: 0-7.9/20: low score, 8-13.9/20: medium score, 14-20/20: high score) are reported for each quoted 

interviewee. The last paragraph of this Results section is dedicated to the qualitative questionnaire data.  
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Figure 1. Thematic Map 
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Stakes and Stress Experience 

Stress Level 

 

Most students replied with their stress level after being asked how they felt before the test. Most of them felt no 

stress: ‘[I felt] chill because I knew it would not count for a grade, so I didn’t have to perform well. Yes, it was 

just to check my current level, and I thought: “this positioning test is not going to determine whether or not I will 

pass in the end.” ‘(Interviewee 7, CBBGG, female, low score). Others said they felt moderately to highly stressed 

before the test. 

 

Perceived Stakes 

 

A reason why some students felt stressed, was that they perceived higher stakes than others. While the positioning 

test is in itself a low stakes test, some students reported that their study choice might in part be determined by it: 

‘Fairly stressed out. Because [the positioning test] is a clear sign whether you can do it or not. So, if I had scored 

badly on it, I would have immediately doubted if this study choice was right for me. So yes, I was really quite 

stressed.’ (Interviewee 12, ET, male, high score).  

 

Preparation 

 

Around half of the students said they specifically prepared for the positioning test, while the other half reported 

that they did not. This student gives an interesting justification for not preparing: ‘No, I actually went totally 

unprepared, because it’s a positioning test and that’s a measure to see what your level is. So, to prepare for that 

would bias the outcome, I think.’ (Interviewee 6, ET, male, high score). 

 

Feeling after the Test 

 

Most students felt a positive emotion immediately after the test. The most common one was relief. Especially 

students who reported being stressed before the test, were relieved afterwards: ‘Then I felt normal again. 

Relieved.’ (Interviewee 12, ET, male, high score). Even those with low scores on the test felt happy it was over. 

In addition to relief, several students reported a feeling of satisfaction with their performance. Interviewee 18 

(CBBGG, male, high score) said he felt anxious for his result and interviewee 8 (CBBGG, male, low score) said 

he was already disappointed immediately after the test. 

 

Objective of Participation 

Level of Competence 

 

Most students said the objective of the positioning test should have a level of competence. They said that the level 

of competence that they wanted to test is their own, but some students also added that they wanted to test the level 

of what is expected at the university: ‘Just to check how well a student can do the math and to check what is 

necessary for the study program. That’s the goal, I think.’ (Interviewee 14, ET, female, medium score). 
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Study Choice 

 

Some students mentioned that the participation to the positioning test should also assist in making their study 

choice. Of these students, about half referred to dissuading low scorers and half referred to affirming high scorers. 

One student mentions both: ‘I think motivating your idea of studying [Engineering Technology] if your score’s 

good or else making you really reflect whether it’s something for you.’ (Interviewee 20, ET, male, high score). 

Additionally, a few students said that the positioning test could never change their mind about choosing a study 

program. 

 

Remedial Action 

 

Another commonly mentioned objective for positioning test participation was to motivate lower scoring students 

to participate in remedial activities: ‘If you scored poorly on the positioning test, that might be a trigger to think: 

“I’ll go and take the Summer Course.” ‘(Interviewee 16, ET, male, medium score). 

 

Suitability 

 

A vast majority of students found that the positioning test was suited for their personal objectives, whatever they 

were. However, one student said that the test was too easy to test her level of competence (Interviewee 4, CBBGG, 

female, high score). 

 

Opinions about the Test 

Difficulty 

 

Most students think that the difficulty level of the questions was balanced: ‘I did not think the questions were 

easy. But, overall, the level is in line with what we’re seeing now. I think that the level of the questions is correct.’ 

(Interviewee 5, CBBGG, male, low score). Some others found it rather easy and others again rather difficult. 

 

Design 

 

Most students saw a clear link between the content of the questions on the positioning test and the content of their 

study program. Especially the mathematical topics on the test and the topics that they were seeing in mathematics 

class at the time of interviewing seemed to match quite well. Only a few did not see that link. This student gives 

a remarkable reason for the latter: ‘You needed a bit of insight [for the positioning test], but I don’t feel like I need 

to use that same level of insight for the math that we have [in the study program], nor [for] the physics.’ 

(Interviewee 3, ET, male, medium score). Nothing that was on the test, appeared irrelevant, but some students, 

especially the ones from CBBGG, reported that certain topics were missing. Courses beyond mathematics that 

were cited to be missing were biology and physics and one student added that statistics questions might be useful: 

‘A biology part or maybe something like statistics, because that’s very important in my study program. And a lot 

of people find it hard, especially compared to what we did in high school, it’s really a lot harder.’ (Interviewee 4, 
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CBBGG, female, high score). 

 

Furthermore, while not all ET students actually had the version of the test with context questions, the ones that 

remembered that they did, all reported this in a positive way: ‘And those context [questions] are always more fun, 

I think, because they are linked to something. So you can link it to reality.’ (Interviewee 20, ET, male, high score). 

 

Feedback and Consequences 

Feedback Platform 

 

Most students found the feedback platform in which their score and feedback were presented, very clear. Some 

said they found the comparison with their peers interesting. A few explicitly said they thought the distinction 

between the basic and advanced mathematics question very interesting, in terms of feedback provided. However, 

some students would have liked to see feedback per mathematical topic added to the platform and after being 

asked for suggestions, one of them said model solutions would be useful: ‘Imagine you fail at a type of exercise, 

exercises about matrices for example. Well, you could put a link to some explanation about how that would work 

and some examples and so on.’ (Interviewee 20, ET, male, high score). 

 

Effect of Feedback 

 

The interviewees listed five distinct effects that feedback could have on them. First, negative feedback might 

cause them to panic and stress out. Secondly, on the other hand, most of them said that negative feedback would 

motivate them into taking remedial action and/or working hard from the very start of their study program. Thirdly, 

a few said that negative feedback could have caused them to seriously doubt and possibly reconsider their study 

choice. Then, the most commonly mentioned effect of positive feedback was affirming the students and boosting 

their confidence. Finally, however, one student said that: ‘Personally, I would not be more motivated. I would 

think: “if it’s just that…” Then I would really underestimate the math [in the study program], I think.’ (Interviewee 

3, ET, male, medium score). 

 

Feedback Adherence 

 

Finally, one student said that low face validity decreases adherence to feedback about reconsidering study choice:  

Student: ‘I would be disappointed if my feedback would have been negative. But I would not have 

reconsidered my study choice. No, I don’t think so. More so because of the fact that there were a lot of 

very general questions, that were not based on my study program. I would use that as an excuse to feel a 

bit better.’ 

Interviewer: ‘Do you think you would take your feedback even more seriously if the test had been more 

specific to your study program?’ 

Student: ‘I think so. I mean I might still not reconsider, but in the back of my head, it would more be 

like: “I failed that test. I will have to do my very best.” ‘ (Interviewee 13, CBBGG, female, medium 

score). 
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Perception of Predictive Validity 

Indication of Trust 

 

Most students explained their low trust in the predictive validity of the positioning tests by stating that the role of 

effort and studying was simply much more important than their skills level at the start of the study program: ‘It 

just depends on how well you study. […] So you can have a bad positioning test and keep up with maths and 

study well. Then you’ll have a good exam. It really just depends on how much you do when the time of the exam 

comes.’ (Interviewee 12, ET, male, high score).  

 

Role of Effort 

 

Most students explained their low trust in the predictive validity of the positioning tests by stating that the role of 

effort and studying was simply much more important than their skills level at the start of the study program: ‘It 

just depends on how well you study. […] So you can have a bad positioning test and keep up with maths and 

study well. Then you’ll have a good exam. It really just depends on how much you do when the time of the exam 

comes.’ (Interviewee 12, ET, male, high score). 

 

Self-Defeating Prophecy 

 

Several students mentioned some form of self-defeating prophecy effect, as a type of criterion contamination. 

This means that their participation and especially their score could affect their academic performance in such a 

way that low scorers improve their academic performance compared to if they had not participated in the 

positioning test and high scores could worsen their academic performance. This student explains it very well: 

‘However, I think that people who score far above average on their positioning test might start thinking like: 

“Yeah, I’ve got this. I’ve got my knowledge, so [they] might put in a little less effort.” And that might come back 

in their face like a boomerang. And it could be vice versa for people who score just below or even far below 

average. These people will be extra motivated, they will want to prove themselves more and pass as many courses 

as possible.’ (Interviewee 15, ET, male, medium score). Some students mention just one of these two effects (low 

scorers performing better or high scorers performing worse than if they had not participated). 

 

Image of the Study Program 

 

A few students said that the positioning test did not affect their image of the study program at all: ‘No, [my image] 

is still the same. [The positioning test] was never going to change anything. I know what the level is. I also asked 

around to people from previous year.’ (Interviewee 7, CBBGG, female, low score). 

 

There were also some students to whom the positioning test gave a false sense of ease: ‘Well, if I look at the 

content we’re seeing in class now, I think those questions were a bit easy. When I saw those questions, I was like: 

“Well, if this the level of what we’re going to see this year [at university], then things might turn out okay.” But 

I’m getting anxious again now.’ (Interviewee 18, CBBGG, male, high score).  
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Another aspect that several students noted is that the test stressed the importance of mathematics in their study 

program. One ET student mentioned that the context questions were responsible for that: ‘[…] that you need 

maths everywhere for problem solving. Practical problems that you’ll have to solve by using the theory. That 

really struck me, especially in that second part [context questions].’ (Interviewee 16, male, ET, medium score). 

On the other hand, some students thought that the mathematical focus of the test gave them a too narrow image 

of their study program. They were bothered by the fact that other courses from their study program, besides 

mathematics, were not represented on the positioning test. 

 

Questionnaire – comparing Mathematics and Chemistry Questions 

 

CBBGG students rated the chemistry questions significantly higher than the mathematics questions on both face 

validity and perceived predictive validity (Table 3). However, the difference in perceived predictive validity is 

very small. 

 

Table 3. Questionnaire Results 

(n=189) Mathematics (M ± SD) Chemistry (M ± SD) P-value (paired t-test, 

Bonferroni corrected) 

Face validity 3.55 ± 0.62 4.04 ± 0.58 2.58e-21 

Perceived 

predictive validity 

2.21 ± 0.53 2.29 ± 0.57 0.0135 

 

Discussion and Conclusion  

 

This study sheds light on students’ perceptions of two positioning tests in Flanders’ open admission educational 

landscape. It is the first study that uses qualitative and quantitative methods to describe perceptions on Flemish 

positioning tests in detail. It contributes to the understanding of students’ perceptions of low stakes tests, and has 

direct implications for practice and policy on the local level. 

 

Students’ Perceptions of the Positioning Test 

 

Some students report higher experienced stakes than others. While it was the aim of this study to evaluate the 

perception of a low stakes test, the universal low stakes character of the test is thus challenged. It is wrong to 

assume that, because admission to HE does not formally depend on the result, positioning tests are consequently 

experienced as low stakes assessment by every single student. After all, the study choice of some students may 

depend on it, at least in part. Whether a student is susceptible to being influenced in their study choice, could 

depend on which stage of their decision making process they are in. Students can start to commit to a specific 

study choice before they are enrolled, but this is not always the case (Germeijs & Verschueren, 2006). The higher 

stakes experienced by some students can be related to the importance as well as the utility task value of 

expectancy-value theory (Eccles & Wigfield, 2002; Wigfield & Eccles, 2000). The utility in this case lies in 

guiding students to the right choice whether to enrol or not. Importantly, only some students reported a high stakes 
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experience, while most still considered the positioning test low stakes. This confirms previous research that found 

that the actual proportion of students that could get dissuaded from their study choice by a positioning test, is 

rather small (Fonteyne et al., 2021, 2019). The difference in experienced stakes between participants complicates 

interpretation of results and validation of the tests (Cook et al., 2015; Kane, 2013). Higher experienced stakes 

could lead to increased motivation but higher anxiety as well (Eklöf, 2010; Eum & Rice, 2011; Finn, 2015; Knekta, 

2017; Reich et al., 2015; Simzar et al., 2015). This is illustrated by the abovementioned quote from interviewee 

12 (ET, male, high score) as well: ‘Fairly stressed out. Because [the positioning test] is a clear sign whether you 

can do it or not. So, if I had scored badly on it, I would have immediately doubted if this study choice was right 

for me. So yes, I was really quite stressed.’ While the remarkable stakes character of Flemish positioning tests 

highlights their uniqueness, it is possible that in other situations of assumed low stakes educational assessment, a 

similar difference in experienced stakes exists. It is important that teachers, test designers and researchers be aware 

of this possibility. 

 

 

Most students said they wanted to test their level of competence with the positioning test, which is also confirmed 

quantitatively by Fonteyne et al. (2021). The subsequent use of this information, seemed to depend on their score: 

students said the lowest scorers should maybe reconsider, fairly low scorers should take remedial action and the 

highest scorers should get some affirmation. This is very similar to what is mentioned on the website of the 

positioning tests (ijkingstoets.be). Of course, students could have their image of the positioning test shaped by 

official communication like this. Note that no student mentioned all three of these actions, though. All the 

mentioned objectives can be considered as utility value aspects of expectancy-value theory (Eccles & Wigfield, 

2002; Wigfield & Eccles, 2000), which concurs with earlier research that found that utility is one of the main 

value aspects in a low stakes test (Cole et al., 2008). 

 

Remarkably, most ET students thought the content of the test questions adequately reflected their expectation of 

the study program, while many CBBGG students noted that they missed certain topics like biology, physics and 

statistics. ET students thus generally perceived a higher content validity than CBBGG students. A possible 

explanation for this difference between is that the ET test consisted only of mathematics, which may have shaped 

the students’ perception that the positioning test is a mathematics test. On the other hand, the CBBGG test had 

chemistry questions as well, possible providing the image of a broader test. Within the mathematical part of the 

test, ET and CBBGG students generally reported a high perception of content validity (i.e. no relevant topics were 

missing). 

 

Both in the questionnaire as in the interviews, students reported moderate to high face validity. CBBGG students 

reported chemistry questions seeming more related to their study program than mathematics questions. This could 

be attributed to the non-program specific nature of mathematics. From the interviews, context questions on the 

ET positioning test also seemed to increase face validity. One student said that increased face validity would lead 

to increased feedback adherence, which is in line with Nevo (1985).  

 

Participants’ low perception of predictive validity can weaken the validity argument of the positioning test (Cook 
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et al., 2015; Kane, 2013). Predictive validity has been the main research topic related to positioning tests so far 

(Vanderoost et al., 2014, 2015, Pinxten et al., 2019, Van den Broeck et al., 2019, Fonteyne et al., 2019, 2021, 

Hanssens et al., 2021a, 2021b) and it is also a key characteristic in the design of the tests. The assumption of 

students’ trust in the predictive validity is also key in the validity argument. Information about the predictive value 

of the test and thus importance of mathematics as a necessary starting competence for both study programs is 

incorporated in the feedback to convince students to critically reflect on their level of preparedness and, in the 

case of a low score, potentially reconsider their study choice. A lack of trust in predictive validity thus weakens 

the implications the test can have, and therefor weakens the entire validity argument. 

 

The most common argument students give for their low perception of predictive validity, is their trust in their 

ability to affect their academic performance by studying adequately. This type of growth mindset has been shown 

to drastically increase learning outcomes (Yeager et al., 2019). However, students do not seem to understand that 

the predictive value of the positioning test and of studying adequately are not necessarily mutually exclusive 

(Pinxten et al., 2019). Interestingly, CBBGG students even rated chemistry questions a little more predictive than 

mathematics questions on the questionnaire, which contradicts the actual findings of predictive validity (Fonteyne 

et al., 2021, 2019; Vanderoost et al., 2015). This misconception is an example of students’ low assessment literacy 

(Smith et al., 2013). Students also mentioned a self defeating prophecy effect of positioning test participation as 

a reason to have low trust in its predictive validity. Interestingly, no one mentioned the equally conceivable 

criterion contamination of a self fulfilling prophecy (Jussim, 2017) as a reason to have more trust in the predictive 

validity of the test (e.g. high scorers would be more motivated and low scorers more demotivated). 

 

Implications for Practice 

 

Some students thought that the questions on the positioning tests were too easy, compared to the difficulty level 

of their study program. Some report the positioning test and associated positive feedback gave them a sense of 

overconfidence. This could be due to the 10 basic mathematics questions that were newly included in the 2020-

2021 editions of the tests. The rationale behind introducing these basic mathematics questions is to be able to 

better identify at-risk students, since their predictive validity has been shown to be even greater than that of the 

advanced mathematics questions (Hanssens et al., 2021a). Thus, there appears to be a trade-off between predictive 

validity and an accurate image of the level of the study program. The latter is an important consideration. Although 

the feedback mentioned that a high score on the basic mathematics questions should not be viewed as a sufficient, 

but rather a necessary condition for academic achievement, clearer communication in this regard might be 

required. At the very least, a clear separation between basic and advanced mathematics questions on the test itself 

is recommended. Overconfidence leading to lower academic achievement is also one of the previously discussed 

self-defeating prophecy effects students used to explain their low trust in predictive validity. 

 

Other aspects of the positioning test that might benefit from clearer communication to students, are the expectation 

of preparation, the objective of the test and its predictive validity. Current official communication does not specify 

if students are expected to prepare for positioning tests or not. On the other hand, questions from previous test 

editions are provided on the website for practice (ijkingstoets.be). Furthermore, it did not seem clear to most 
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students why they should participate in the test. In order to increase motivation in such low stakes tests, according 

to Cole et al. (2008), communication should focus on utility and importance of participation. Communication 

about the predictive value of the tests could perhaps be altered in order to increase students’ trust in it. Although, 

in doing so, one should be aware not to suppress students’ growth mindset (Yeager et al., 2019), as there appears 

to be a previously discussed contradiction between belief in predictive validity and growth mindset among the 

interviewed students. 

 

Limitations and Future Work 

 

This study provides a rich understanding of the multitude of perceptions students have about the positioning tests. 

However, the following considerations limit its applicability to the general student population, other positioning 

tests and different (high or low stakes) assessment contexts. Firstly, there is the small sample size of the interviews. 

Secondly, a selection bias for the interviews can be identified on two levels: (1) only students who decided to 

enroll in the relevant study program were interviewed and (2) participation in the interviews was voluntary. 

Thirdly, it can be assumed that there are considerable differences in lived experience between participants in 

official and additional sessions of the positioning tests. Finally, the tests, interviews and questionnaires were taken 

during the exceptional time of the Covid-19 pandemic. 

 

Interesting future work could consist of investigating perceptions of other stakeholders than test participants (e.g. 

test designers, SE and HE teachers), and of participants who decided not to enroll in the study program. In terms 

of validity research, we endorse the view of Kane (2013) that more attention should be given to consequential 

validity (e.g. Does face validity increase feedback adherence?) rather than criterion based validity, although the 

latter should not be neglected. Lastly, it would be interesting to assess in a quantitative way the various notions 

this study revealed (e.g. the link between context questions and perception). 
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